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Abstract—In recent years, the expansion of acquisition devices user into the clustering phase so that the user could iriterac

such as digital cameras, the evolution of storage and transission

techniques of multimedia documents and the developement of

tablet computers facilitate the growing of many large image

databases as well as the interactions with the users. This

increases the need for efficient and robust methods for findig
information in these huge masses of data, including feature
extraction methods and feature space structuring methodsThe
feature extraction methods aim to extract feature descripors
for each image. The feature space structuring methods orgare
indexed images in order to facilitate, accelerate and impree the
results of further retrieval. Clustering is one kind of feature space
structuring. Clustering may organize the dataset into groyps of
similar objects without prior knowledge (unsupervised clistering)
or with a limited amount of prior knowledge (semi-supervisal
clustering). In this article, we present both formal and experi-
mental comparisons of different unsupervised clustering rathods
for structuring large image databases. We use different imge
databases of increasing sizes (Wang, PascalVoc2006, Celit#01,
Corel30k) to study the scalability of the different approades.
Moreover, a summary of semi-supervised clustering methodgs
presented and an interactive semi-supervised clustering adel
using the HMRF-kmeans is experimented on the Wang image
database in order to analyse the improvement of the clusteng
results when user feedbacks are provided.

I. INTRODUCTION

with the system in order to improve the clustering results
(the user may split or group some clusters, add new images,
etc.). With this aim, we are looking for clustering methods
which can be incrementally built in order to facilitate the
insertion or deletion of images. The clustering methodsikho
also produce a hierarchical cluster structure where thalini
clusters may be easily merged or split. It can be noted that
the incrementality is also very important in the context of
very large image databases, when the whole dataset cannot
be stored in the main memory. Another very important point
is the computational complexity of the clustering algarith
especially in an interactive context where the user is el

In the case of large image database indexing, we may
be interested in traditional clustering (unsupervised$emi-
supervised clustering. While no information about the gibu
truth is provided in the case of unsupervised clustering, a
limited amount of knowledge is available in the case of semi-
supervised clustering. The provided knowledge may coirsist
class labels (for some objects) or pairwise constraintsstmu
link or cannot-link) between objects.

Some general surveys of unsupervised clustering techaique
have been proposed in the literature [1], [2]. Jaeinal. [1]

The traditional content-based image retrieval relies in-gepresents an overview of different clustering methods amegyi
eral on two phases. The first phase is to extract the featsmme important applications of clustering algorithms sash
vectors of all the images in the database. The second phasenidge segmentation or object recognition, but they did not
to compare the feature vector of the query image to that of gilesent any experimental comparison of these methods. A
the other images in the database for finding the nearest snageell-researched survey of clustering methods is presented
With the development of many large image databases, {2, including analysis of different clustering methodsdan
exhaustive search is not generally compatible. Featureespaome experimental results, but the experiments are noifispec

structuring methods (clustering, classification) are efae

to image analysis. There are three main contributions i thi

necessary for organizing feature vectors of all images deor paper. First, we analyze the advantages and drawbacks of

to facilitate and accelerate further retrieval.

different unsupervised clustering methods in a context of

Clustering aims to split a collection of data into grouphuge masses of data where incrementality and hierarchical
(clusters) so that similar objects belong to the same growdp astructuring are needed. Second, we experimentally compare

dissimilar objects are in different groups. Because théufea
vectors only capture low level information such as cologsh

four of these methods (global k-means [3], AHC [4], SR-tree
[5] and BIRCH [6]) with different real image databases of in-

or texture of image (global descriptor) or of a part of an imagcreasing sizes (Wang, PascalVoc2006, Caltech101, Cdael30
(local descriptor), there is a semantic gap between higél-le (the number of images going from 1000 to 30000) to study
semantic concepts expressed by the user and these low-I¢vel scalability of different approaches when the size of the

features. The clustering results are therefore generdibrent

database is increased. Third, we present some semi-ss@ervi

from the intent of the user. Our final work aims involving thelustering methods and propose a preliminary experimeau of



interactive semi-supervised clustering model using theRfIM Its computational and storage complexities can be coreider
kmeans (Hidden Markov Random Fields kmeans) clusteriag linear to the number of objects, it is thus suitable to
[31] on the Wang image database in order to analyse tlaege databases. The hierarchical methods (in italicSirorg
improvement of the clustering process when user feedbaclata in a hierarchical structure. Therefore, by considgetire
are provided. structure at different levels, we can obtain different nensb
This paper is structured as follows. Section Il presenth badf clusters, which is useful in the context where users are
formal and experimental comparisons of some unsupervisedolved. AHC is not incremental and it is not suitable takar
clustering methods. Different semi-supervised clustenmeth- databases because its computational and storage cormgsdexit
ods are described in section Ill. A preliminary experimeht @re very high (at least quadratic to the number of elements).
an interactive semi-supervised clustering model is pregas BIRCH, R-tree, SS-tree and SR-tree are by nature incrementa
section IV. Section V presents some conclusions and furthercause they are built by adding incrementally recordsy The
work. are also adapted to large databases because of their eBlativ
low computational complexity. CURE realizes the hieracahi
clustering using only a random subset containiNg,,pi.
Unsupervised clustering methods are divided into sevegaints of the database, the other points being associatie to
types: closest cluster. Its computational complexity is thustieddy
« Partitioning methods (k-means [7], k-medoids [8], PAMow and CURE is adapted to large databases. It is incremental
[9], CLARA [9], CLARANS [10], ISODATA [11], etc.) but the results depend much on the random selection of the
partition the dataset based on the proximities of trgamples and the records which are not in this random sefectio
images in the feature space. These methods give hiave to be reassigned whenever the number of clustéss
general a “flat” {ie. non hierarchical) organization of changed. CURE is thus not suitable to the context where
clusters. users are involved. STING, the grid-based method, divides
« Hierarchical methods (AGNES [9], DIANA [9], AHC [4], the feature space into rectangular cells and organizes them
R-tree family [5], SS-tree [5], SR-tree [5], BIRCH [6],according to a hierarchical structure. With a linear coraput
CURE [12], ROCK [13], etc.) organize the points in dional complexity, it is adapted to large databases. It # al
hierarchical structure of clusters. incremental. However, as STING is used for spatial data and
« Grid-based methods (STING [14], WaveCluster [15]is attribute-dependent parameters have to be calculated f
CLICK [16], etc.) partition a priori the space into cellseach attribute, it is not suitable to high dimensional data
without considering the distribution of the data and theguch as feature image space. Moreover, when the space is
group neighbouring cells to create clusters. The cells maymost empty, hierarchical methods perform better thad-gri
be organized in a hierarchical structure or not. methods. The EM density-based method is suitable to large
« Density-based methods (EM [17], DBSCAN [18], DEN-databases because of its low computational complexity and
CLUE [19], OPTICS [20], etc.) aim to partition a set ofis able to detect outliers. But it is very dependent on the
points based on their local densities. These methods gR@rameters, it does not produce any hierarchical struetode
a “flat” organization of clusters. is not incremental. SOM groups similar objects using a neura
« Neural network-based methods (LVQ [21], SOM [21]network which output layer contains neurons representieg t
ART [22], etc.) aim to group similar objects using theclusters. SOM depends on initialization values and on thesru
network and represent them by a single unit (neuron).of influence of a neuron on its neighbors. It is incremental as
) the weight vectors of the output neurons can be updated when
A. Formal comparison new data arrive. SOM is also adapted to large database, but it
As stated in section I, in our context, we need the clusterimpes not produce any hierarchical structure. We can coaclud
methods producing a hierarchical cluster structure. Amoffigm this analysis that the methods BIRCH, R-tree, SS-tree
all five types of unsupervised clustering, the hierarchicahd SR-tree are the most suitable to our context.
methods always produce a hierarchical structure. We thus _ ]
compare formally in Table | different hierarchical cluster B- Experimental comparison
methods (AHC, BIRCH, CURE, R-tree, SS-tree, SR-tree) In this section, we present an experimental comparison
towards some of the most popular methods of other types:d- the partitioning method global k-means [3] with three
means (partitioning methods), STING (grid-based methodsjerarchical methods (AHC [4], SR-tree [5] and BIRCH [6]).
EM (density-based methods) and SOM (neural network-basgtbbal k-means is a variant of the well known and widely
methods). Different criteria (complexity, appropriateseto used k-means method. The advantage of the global k-means
large databases, incrementality, hierarchical structdiega is that we can automatically select the number of clustdrg
order dependence, sensitivity to outliers and paramefegrde stopping the algorithm at the value bfproviding acceptable
dence) are used for the comparison. results. The other methods provide hierarchical clusiC
K-means is not incremental, it does not produce any higs chosen because it is the most popular method in the
archical structure. K-means is independent of the proegsshierarchical family and there exists an incremental versio
order of the data and does not depend on any parametdrthis method. Among four methods BIRCH, R-tree, SS-

Il. UNSUPERVISED CLUSTERING METHODS COMPARISONS



TABLE |
FORMAL COMPARISON OF DIFFERENT CLUSTERING METHODS BASED ONIBFERENT CRITERIA METHODS IN GREY ARE CHOSEN FOR EXPERIMENTAL
COMPARISON FOR COMPLEXITY ANALYSIS, WE USE THE FOLLOWING NOTATIONS N-NUMBER OF OBJECTS IN THE DATASETK-NUMBER OF CLUSTERS
[-NUMBER OF ITERATIONS Nsample-NUMBER OF SAMPLES CHOSENmM-NUMBER OF TRAINING ITERATIONS, k'-NUMBER OF NEURONS IN THE OUTPUT

LAYER.
Methods Complexity Appropriateness| Incrementality| Hierarchical| Data order | Sensitivity| Parameter
to large structure dependence to Depen-
database outliers dence
k-means [7] (partition-| O(NKI) (time) Yes No No No Sensitive No
ing) O(N + k) (space)
AHC [4] (hierarchical) O(NZlogN) (time) No Have Yes No Sensitive No
O(N?) (space) incremental
version
BIRCH [6] (hierarchical) | O(NV) (time) Yes Yes Yes Yes Enable Yes
outliers
detection
CURE[12] (hierarchical) O(NjamplelogNsample) Yes Able to add Yes No Less No
(time) new points sensitive
R-tree, SS-tree, SR-tre] O(NlogN) (time) Yes Yes Yes Yes Sensitive Yes
[5] (hierarchical)
STING [14] (grid-based) | O(N) (time) Yes Yes Yes No Enable No
outliers
detection
EM [17] (density-based) | O(Nk?I) (time) Yes No No No Enable Yes
outliers
detection
SOM [21] (neural | O(K’Nm) (time) Yes Yes No Yes Sensitive Yes
network-based)
tree, SR-tree that are most suitable to our context, we &hot " Globalkemeans ®BIRCH ©AHC & SRiree
BIRCH and SR-tree because SR-tree combines the advante ** '
0.9
of R-tree and SS-tree methods. 005 os
We compare the four selected clustering methods using ¢, 07
ferentimage databases of increasing size (W4h@00 images 0s
of 10 classes), PascalVoc260@G304 images of 10 classes), " -
Caltech10% (9143 images of 101 classes) and Corel3C 0s
(31695 images of 320 classes)). Towards feature desciptc,, 02
we implement rgSIFT [23], a color SIFT descriptor that i , I o
. . . 0
W|de|y used nowadays for its h|gh performance_ We use tl Wang  PascalVoc2006Caltech101  Corel30k Wang PascalVoc2006Caltech101  Corel30k
H Silhou ette-Width (internal measure) Rand Index (external measure)
color SIFT descriptor code of Koen van de Sahdghe “Bag

of words” approach is chosen to group local features into ) ] ] ]
Comparison of different unsupervised clusteringhods (Global

. . Fig. 1.
a smgle vector r_epresen_tmg the frequency of occurrer_lce lgﬁwans, SR-tree, BIRCH, AHC) on different image databd¥ésng, Pas-
the visual words in the dictionary [24]. The number of visualalvoc2006, Caltech101, Corel30k) using the local featlescriptor rgSIFT
words in the dictionary (also called dictionary size) is fixe Wwith a ?iCtiOHafy O(f Sizz 203 ?th i”tefga' measuie (Sitetter Width) a”r?
. . . external measure (Rand Index) are used. The higher are theasures, the
200. Both internal (Silhouette-Width (SW). [25]) and ex@Irn poci are the results.
measures (Rand Index [26]) are used in order to analyze

the clustering results. While internal measures are logtle

measures which are essentially numerical and unsupervisgs ysed on the Corel30k image database because of the lack
external measures are high-level measures which give a-supg ram memory. In fact, the AHC clustering requires a large
vised (semantic) evaluation based on the comparison betwee,qunt of memory when processing more than 10000 ele-
the clusters produced by the algorithm and the ground truthyents while the Corel30k contains more than 30000 images.
Figure 1 shows the result of the different clustering meshoghe can see that the internal and external measures do not
on the different image databases of increasing sizes. Th@juate the same aspects and give very different resuits. T
results show that SR-tree gives the worst results on the Waglgernal measures are closer to the user’s attempts. Thisres
image database, it is not used anymore on larger databaggsyy that, according to internal measures, the best method
(PascalVoc2006, Caltech101, Corel30k). The AHC method\jgries from each database while BIRCH is always the best
ttp:/iwang.st.psu.eduldocsirelated! method regardless of the size of the dc_';ltabase according to
2http-/ipascallin.ecs.soton.ac.uk/challengesVOC/ external measures (which are more _swtable tp the context
3http://mww.vision.caltech.edu/ImagPatasets/Caltech101/ where users are involved). Moreover, in comparison to dloba
“http://staff.science.uva.ntksande/research/colordescriptors/ k-means and AHC, BIRCH is much faster, especially in the



case of the Caltech101 and Corel30k image databasgthé
execution time of BIRCH in the case of the Corel30k is abo!
400 times faster than that of the global k-means).

IIl. SEMI-SUPERVISED CLUSTERING METHODS

In semi-supervised clustering, some prior knowledge
available, either in the form of class labels (for some disjec |,
or in the form of pairwise constraints between some objec [E=
Pairwise constraints specify whether two objects shoulthbe
the same cluster (must-link constraint) or in differentstéus
(cannot-link constraint). This prior knowledge is used todg
the clustering process.

Some semi-supervised clustering methods using pri
knowledge in the form of labeled objects have been pr ]
posed in the literature: seeded-kmeans [28], constrainteu
kmeans [28], etc. Seeded-kmeans and constrained k-meggs;  2p interactive interface representing the resutthe Wang image
are based on the k-means algorithm. Prior knowledge dtabase. The rectangle at the bottom right corner repeesiee principal
these two methods is a small subset of the input databa@@e consisting of the two first principal axis (obtained BEA) of the

.. - . representative images of all clusters. Each circle reptssthe details of a
called seed setcontaining user-specified labeled objects Qfarticular cluster selected by the user.
k different clusters. Rather than initializing randomly the
clustering, these two methods initialize th&icluster centers
using different partitions of theeed setThe second step of points which are close in the feature space. HMRF-kmeans
the seeded-kmeans is to apply the k-means algorithm on thitializes the & cluster centers based on the user-specified
whole database without considering the prior labels of tlwnstraints and unlabeled points, as described in [31¢rAlite
objects in theseed setln constrast, the constrained-kmeaniitialization step, an iterative algorithm is applied tinimize
applies the k-means algorithm while keeping the label of-use¢he objective function (which is the sum of distances betwee
specified objects unchanged. An interactive cluster-lsgeli- points and corresponding centers with the penalties oatedl
supervised clustering was proposed in [29]. In this mode&pnstraints). The iterative algorithm consists in threspst

knowledge is not provided a priori, it is progressively go®d ~ , E-step: Re-assign each data point to the cluster which
as assignment feedbacks and cluster description feedbacks minimizes its contribution to the objective function.

of users after each interactive iteration. Using assignmen, M-step (A): Re-estimate the cluster centers to minimize

feedback, the user moves an object from one of the current the objective function.

clusters to another. Using cluster description feedback, t , M-step (B): If the distance between points are estimated

user modifies the feature vector of any current cluster, for py a parameterized distortion measure, the parameters of

example, by increasing the weights of some important words  the distortion measure are subsequently updated to reduce
(note that this method is implemented for document anglysis  the objective function.

The algorithm learns from all feedbacks provided in earlier
stages to re-cluster the dataset in order to minimize the sum V. INTERACTIVE SEMI-SUPERVISED CLUSTERING

of distance between points and corresponding cluster ente EXPERIMENTATION
while minimizing the violation of constraints correspomglito In this section, we present some experimental results of
feedbacks. an interactive semi-supervised clustering model on theg/NVan

Some semi-supervised clustering methods that use priorage database. The initial clustering is realized witheny
knowledge in the form of constraints between objects apgior knowledge, using k-means. We implement an interactiv
COP-kmeans (constrained k-means) [30], HMRF-kmeamgerface that allows the user to view the clustering rasult
(Hidden Markov Random Fields Kmeans) [31], etc. In CORand to provide feedbacks to the systems. Using Principal
kmeans, each point is assigned to the closest cluster whilemponent Analysis (PCA), all the representative images
respecting the constraints; the clustering fails if no 8ofu (one for each cluster) are presented in the principal plane
respecting the constraints is found. In HMRF-kmeans, cofthe rectangle at the bottom right corner of Figure 2, the
straint violation is allowed with a violation cost (pendlty principal plane consists of the two principal asis assediat
The violation cost of a pairwise constraint may be eithavith the highest eigenvalues). User can view the details of
a constant or a function of the distance between the twome clusters by clicking the corresponding represestativ
points specified in the pairwise constraint. In order to emsuimages. In our experiments, we use the internal measure
the respect of the most difficult constraints, higher péeslt Silhouette-Width (SW) [25] to estimate the quality of each
are assigned to violations of must-link constraints betwe@mnage in a cluster. The higher is the SW value of an image
points that are distant. With the same idea, higher pesaltia a cluster, the more compatible is this image for this @ust
are assigned to violations of cannot-link constraints leetw In Figure 2, each cluster selected by the user is represented



—V-measure - Scenariol —V-measure - Scenario 2 —V-measure - Scenario 3
~Rand Index - Scenario2 -~ Rand Index - Scenario 3

by a circle: the image at the center of the circle is the Mo 5,4 index - Scenariot -
representative image (image with the highest SW value) .
this cluster; the 10 most representative images (imagéds w
the highest SW values) are located near the center and ©°°
10 least representative images (images with the smallest ¢ 4
values) are located near the border of a cluster. User can st
ify positive feedbacks and negative feedbacks (respégtive "’
images with blue and red border in Figure 2) for each clusti o6
User can also change the cluster assignment of a given ime
When an image is changed from a clustetto a clusterB,
it is considered as a negative feedback for clusteand a
positive feedback for clusteB. While only positive images os
of a cluster are used to derive must-link constraints, bo ,
positive and negative images are needed for deriving cann
link constraints. After receiving feedbacks from the uske,
HMRF-kmeans is applied to re-cluster the whole datasegusi o
pairwise constraints derived from feedbacks accumulated f
all earlier .Stages' The _|nteract|ve process 1s repeaF_edi U'&Pg 3. Results of the automatic test of interactive serpiesuised clustering
the clustering result satisfy the user. Note that the dior on the wang image database using rgSIFT. Three scenariosvanekternal
measure used in our first experimentation is the Euclidiateasures (V-measure, Rand Index) are used. The horizoxitalspecifies
_distance bec_ause of its simplicity and its popularity in th tg\rﬁgt&(;r;)'lteratlons (iteration 0 means the initial kans without prior
image domain.

1) Experimental protocolin order to automatically realize
the interactive tests, we implement an agent later called
“user agent” that simulates the behaviors of the user when®
interacting with the system (assuming that the agent knows
all the ground truth which contains the class label of each
image). At each interactive iteration, clustering resudte
returned to the user agent by the system; the agent simulates
the behaviors of the user to give feedbacks to the system.
The system then uses these feedbacks to update the clgsterinWe propose three test scenarios for experiments on the
Note that the clustering results returned to the user agent ¥/ang image database. Note that the number of clusters
the most representative images (one for each cluster) &id tfin the clustering is equal to the number of classes (10) in
positions in the principal plane. When the agent user viewshe ground truth. We set the threshaMinlmages = 5
cluster, the 10 most and 10 least representative imagessof flor all three scenarios. In scenarios 1 and 2, we wise 5

0.4

0.1

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50

In each chosen cluster, all images such that the result of
the algorithm corresponds to the ground truth are positive
samples of this cluster, while the others are negative
samples of this clusters. All negative samples are moved
to the cluster corresponding to their true class in the
ground truth.

cluster are displayed. clusters for interacting, while in scenario 3, we use all the
For simulating the user's behaviors, we proposed sormkisters ¢ = 10). In scenario 1, clusters are randomly chosen
simple rules: (strategy 1) for interacting, while we iteratively choose t
. At each iteration, the user agent chooses to view a fixétpsest clusters (strategy 2) in scenario 2.
number ofc clusters. 2) Experimental results and discussiori@gure 3 presents

« There are two strategies for choosing clusters by the uske results of the three previous scenarios on the Wang image
agent: randomly choose clusters, or choose iterativelydatabase using two external measures (Rand Index [26] and V-
two closest clusters until havingclusters. measure [27]). The external measures compare the clugterin

« The user agent determines the image class (in the grourdults with the ground truth that is compatible to estinthée
truth) corresponding to each cluster by the most reprguality of the interactive clustering after receiving feadks
sented class among the 21 shown images. The numbem the user. The local feature descriptor rgSIFT with a
of images in this class must be greater than a threshalittionary of size 200 is used for these tests. We can see
MinImages. If it is not the case, this cluster can behat for all these three scenarios, the clustering results a
considered as a noise cluster. improved after each interactive iteration, in which thetsys

« When there are several clusters (among chosen clusteesklusters the dataset following the feedbacks accuellat
that correspond to a same class, the user agent chodsas the previous iterations. However, after some iteratjo
the cluster in which the images of this class are the mdste clustering results converge. This may be due to the fact
numerous (among the 21 shown images of the clustéhat no new knowledge is provided to the system because
as the principal cluster of this class. The classes of tttee 21 images shown to the user remain unchanged. Another
other clusters are redefined as usual, but neutralizing thteategy consisting in showing only the images that were
images from this class. not previously presented to the user might be interesting.
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